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1 Abstract
Community detection is an essential task in social network analysis. However,
many friends on social networks are not close to one another in the real world.
In this paper, we explore utilizing trajectories consisting of user check-ins to
detect cohesive groups of users within social networks who frequently hang
out together. First, we propose an algorithm to efficiently calculate the spa-
tiotemporal similarity between two discrete trajectories in linear time. Then,
we propose a community detection algorithm to discover communities where
we jointly enforce social cohesion and trajectory similarity. Finally, we evalu-
ate our trajectory similarity algorithm and community detection algorithm on
two datasets, which validate the effectiveness and efficiency of our trajectory
similarity algorithm and offer valuable insights into our community detection
algorithm.

2 Introduction
Community detection, or cohesive subgraph search, is essential in social network
analysis. In a social network, cohesive subgraphs are subsets of users among
whom there are relatively strong, direct, intense, frequent, or positive ties [63],
and finding such subsets is one of the major concerns of social network analysis
with many applications.

However, social networks can be rife with casual acquaintances and zombie
friends who are only nominally “friends” on the online platform but are not close
with one another in the real world. However, through trajectory similarity, it is
possible to filter intimate relationships that frequently hang out together offline.

With the proliferation of GPS-enabled smartphones, location-based social
networks, where users can share their check-in locations with friends, have
rapidly developed. Given such check-ins, we can extract users’ trajectories
containing large amounts of spatiotemporal information and reflect the users’
moving patterns. Furthermore, by assessing the similarities between such tra-
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jectories, we can discover communities where social cohesiveness and mutual
trajectory similarity are jointly enforced.

This is a flexible and robust paradigm of community detection with many
potential applications.

1. Social platforms could utilize users’ social relations and trajectories to pro-
vide grouping recommendations for travel. In this case, groups containing
users cohesive in terms of trajectory similarity coupled with relatively low
social distance are beneficial. This allows the users to expand their so-
cial circles, as users with similar trajectories have similar moving patterns
and are likely to have similar hobbies and ways of life, facilitating friend-
making.

2. In an epidemic, a virus could spread to acquaintances with frequent con-
tact. Thus, epidemic prevention and control workers can jointly use social
data and trajectory data to find probable cluster cases and take measures
to curb the spread of the virus.

3. This approach is also helpful in tracking down clandestine criminal gangs,
as such members are often acquaintances with each other and display
similar moving patterns when conducting criminal activity, facilitating
the need to utilize both data sources jointly.

Existing studies on trajectory mining consider trajectories to be either con-
tinuous or discrete. A continuous trajectory records an object’s continuous
movement with high fidelity, and interpolation on such a trajectory is feasible.
In contrast, a discrete trajectory only records a few places an object visits, ren-
dering interpolation infeasible. In our study, the trajectories extracted from
check-ins in location-based social networks are discrete, as users often check
in when they desire instead of periodically. Thus the polyline formed by con-
necting a user’s check-in points does not accurately reflect the user’s actual
movement. For example, a user’s ith check-in might be recorded at 8:00 AM
at home, while the user’s (i+1)th check-in might be recorded at 10:00 AM the
next day in a scenic spot. Although the two check-ins are adjacent, we only
know that the user was at home at 8:00 AM on the first day and the scenic
spot at 10:00 AM on the second day. It is not a reasonable estimate that the
user gradually moved from home to the scenic spot in a straight line during
this period. However, we can still assess the similarity between such discrete
trajectories through a trajectory similarity measure, which measures the overall
similarity between two trajectories.

Existing trajectory similarity measures usually calculate a distance matrix
containing the distances from each point in the first trajectory to each point
in the second trajectory. Afterward, they would find an alignment between the
points of the two trajectories or find a critical match pair minimizing or maxi-
mizing a given condition. In addition, Li et al. [35] proposed a linear-time, deep
representation learning-based trajectory similarity algorithm that models points
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as “words” sampled from a predefined vocabulary of grid locations and trajec-
tories as “sentences” made up of these words. Unfortunately, finding a critical
match pair is sensitive to noise [56], while [35] requires a predefined vocabu-
lary of grid locations, so we choose an alignment-based approach to trajectory
similarity. However, existing alignment-based trajectory similarity measures
have a quadratic time complexity, which is infeasible for calculating pairwise
similarities between large numbers of long trajectories.

Furthermore, in our problem, temporal similarity is an essential aspect of
trajectory similarity. For example, even if two users’ trajectories visit similar
locations in similar orders, visiting them at different times still suggests that the
two users have different activity modes. Thus, we propose an alignment-based
trajectory similarity model considering both spatial and temporal similarity that
utilizes temporal constraints to support the efficient calculation of the similarity
between two discrete trajectories in linear time. In addition, we propose a new
community detection algorithm using social relations and trajectories to find
socially cohesive communities where we only retain social connections reinforced
with high trajectory similarity.

To sum up, the main contributions of this paper are as follows:

1. We propose a trajectory similarity model enabling us to calculate the
spatiotemporal similarity between two discrete trajectories in linear time.

2. We propose a community detection algorithm to discover communities
where only users who are friends on the social network and have similar
trajectories are connected.

3. We evaluate our trajectory similarity algorithm and community detection
algorithm on two datasets.

The rest of the paper is organized as follows. Section 3 presents related
work on community detection and trajectory similarity calculation. Section 4
introduces mathematical notations and definitions used throughout this paper
and formalizes our problem. Sections 5 and 6 explain in detail how we calculate
trajectory similarity and perform community detection respectively. Section 7
evaluates our proposed approaches with an experimental study on two public
datasets. Finally, Section 8 concludes.

3 Related Work
3.1 Community Detection
Finding communities, subgraphs in which nodes are densely connected with
each other, is an essential topic in graph mining with many applications, and
there is a wealth of research on this topic.

Classic community models, such as clique [40], k-core [52], and modularity-
based community models [27, 45, 12], often define communities based on edges,
the known relations between vertices. Of these models, the k-core model is of
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particular interest. Being both efficient and effective, it has various extensions,
such as k-truss considering triangles instead of node degrees [19], s-core for
weighted graphs [20], D-core for directed graphs [26], and multilayer k-core for
multilayer graphs [24]. [42] presents a thorough survey of these models.

Some recent community detection research also considers both the social and
spatial constraints in finding communities. Modularity maximization-based al-
gorithms for community detection in spatial graphs were studied in [23, 17]. [69]
studies geosocial group queries with minimum acquaintance constraints, includ-
ing the problems of finding the maximum k-core in a given rectangle containing
a query vertex and finding the k-core with strictly (or no less than) c vertices
such that the longest distance from these vertices to q is minimized. The (k, r)-
core community model [68] uses pairwise similarity (distance) between each pair
of vertices to ensure the spatial cohesiveness of communities when computing
the maximum k-core or all maximal k-cores. Similarly, the RB-k-core model [62]
restricts a k-core model, ensuring social cohesiveness within a radius-bounded
circle. Furthermore, [66] and [31] proposed algorithms for detecting socially co-
hesive communities of users in location-based social networks that are spatially
cohesive based on the density of their locations. Beyond spatial coordinates, [34]
considered spatial cohesiveness on a road network, and models queries of com-
munities satisfying both social cohesiveness and spatial cohesiveness as skyline
queries, where each community cannot be dominated by any other in terms of
social cohesiveness and spatial cohesiveness.

3.2 Trajectory Similarity
A fundamental problem in trajectory data mining is determining how similar or
distinct two trajectories are. [56] presents a comprehensive survey of trajectory
distance measures, which divides these measures into two groups: (1) discrete
distance measures in which distance values are only calculated based on sample
points, such as Dynamic Time Warping [9], Longest Common Subsequence [49],
Edit Distance-based distance measures [16, 67], Spatiotemporal Linear Com-
bine Distance [53], Discrete Fréchet Distance [15], and Hausdorff Distance [21],
and (2) continuous distance measures in which distance values are calculated
based on both sample points and (interpolated) movement in-between, such
as Spatiotemporal Euclidean Distance [44] and Locality in-between Polylines
Distance [48].

Classic discrete distance measures can be further divided into two groups:
(1) those which find an alignment between the points of two trajectories and
calculate trajectory distance based on such alignment, and (2) those which find
a ”critical match pair” consisting of one point from each trajectory and use
the distance between these two points to represent trajectory distance. The
former includes Dynamic Time Warping, Longest Common Subsequence, Edit
Distance-based distance measures, and Spatiotemporal Linear Combine Dis-
tance, while the latter includes Hausdorff Distance and Discrete Fréchet Dis-
tance. Apart from these classic discrete distance measures, Li et al. [35] also
proposed a linear-time, deep representation learning-based discrete trajectory

4



Table 1: Mathematical notations used throughout this paper.

Notation Definition
G(V,E) a social network, an undirected graph with vertex set V and

edge set E
N(G, u) the neighbors of vertex u in graph G
d(G, u, v) the distance between two users, u and v, within the social

network G(V,E) (u, v ∈ V )
p(ϕ, λ, t) a check-in point on a trajectory, containing latitude ϕ, longi-

tude λ and timestamp t
T a trajectory, with T [i] being the ith point within the trajec-

tory
T a trajectory dataset, with T[u] being the trajectory of user u
s(T1, T2) the similarity between two trajectories, T1 and T2, under a

trajectory similarity measure s
NN(T, T, k) the k nearest neighbors of trajectory T in a set of trajectories

T

similarity algorithm that models points as “words” sampled from a predefined
vocabulary of grid locations and trajectories as “sentences” made up of these
words.

As for our problem, interpolation is not an option, and we resort to discrete
distance measures. In addition, finding a critical match pair is sensitive to noise
and is poorer at reflecting the overall similarity between all points. Further-
more, [35] limits us to calculate the similarities between trajectories visiting a
finite set of predefined locations and incurs a training cost. As a result, we take
inspiration from alignment-based distance measures in our study.

4 Preliminaries
Mathematical notations used throughout this paper are summarized in Table 1.

In terms of social cohesion, we adopt the k-core model [52].
k-core. Given an undirected graph G(V,E), the k-core G′(V ′, E′) of G

is a maximal subgraph of G such that each vertex is adjacent to at least k
other vertices. For a designated undirected graph G, given different values of
k, the corresponding k-cores form a series of hierarchical subgraphs such that if
k1 > k2, the k1-core of G is a denser subgraph of the k2-core of G.

In terms of trajectory similarity, there are two criteria we can use to identify
similar trajectories, k-nearest neighbors (k-NN), under which each trajectory is
considered to be similar to the k other trajectories with the highest similarity
value, as well as ϵ-nearest neighbors, under which pairs of trajectories having
similarity values above a threshold ϵ are considered to be similar [37]. However,
ϵ-nearest neighbors is very sensitive to the parameter ϵ [10, 11], and when used
to filter edges, it may result in networks with many disconnected parts under
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an improper value of ϵ. Thus, k-nearest neighbors is a better choice.
However, k-nearest neighbors also has its own problems, such as being a

one-way relationship. Consider the situation in which a user is not a sociable
person, and his or her trajectory is not very similar to any other user’s trajec-
tory. In this situation, k-nearest neighbors would still consider the trajectories
of k other users to be similar, but should these k users be socially active, it
is likely that for each of these users, the k-nearest neighbors of his or her tra-
jectory does not include the aforementioned introverted user’s trajectory. To
overcome this limitation, mutuality can be enforced when adapting k-nearest
neighbors, such that two trajectories, T1 and T2, are considered similar only
if T1 is a k-nearest neighbor of T2, and that T2 is a k-nearest neighbor of T1.
In addition, directly calculating the k-nearest neighbors of a trajectory in the
entire trajectory dataset overlooks social relations. Thus, we only consider the
k-nearest neighbors of a user’s trajectory within the trajectories of the user’s
friends on the social network.

Our problem is formally stated as follows.
Problem Statement. Given (1) a social network G(V,E), (2) a trajectory

dataset T such that ∀u ∈ V, ∃!T [u] ∈ T, (3) a coreness requirement k, and (4) a
trajectory mutual nearest neighbor requirement m, find the maximal subgraph
G′(V ′, E′), such that (1) ∀(u, v) ∈ E′,T[u] ∈ NN(T[N(G, v)],T[v],m), T[v] ∈
NN(T[N(G, u)],T[u],m), and (2) G′(V ′, E′) is a k-core.

5 Trajectory Similarity
This section introduces our algorithm to calculate the similarity between two
trajectories.

As different users check in at different times, the check-in times of two trajec-
tories are usually asynchronous, facilitating a need to find an alignment between
the check-ins of two trajectories.

In many traditional alignment-based trajectory distance measures, such as
Dynamic Time Warping [9] and Spatiotemporal Linear Combine Distance [53],
this is done by calculating all pairwise distances and minimizing a cost function
to find the best alignment between the points of the two trajectories. This
implies a time complexity of O(mn), with m, n being the length of the two
trajectories, making them impracticable for handling many trajectories.

In our problem, temporal similarity is an essential aspect of trajectory sim-
ilarity. Even if two users’ trajectories visit similar locations in similar orders,
visiting them at different times still suggests that the two users have different
activity modes. Accordingly, we can implement this temporal requirement dur-
ing alignment finding. Given two trajectories T1 and T2, we first match each
point in T1 with the point in T2 closest in time, as depicted in Figure 1, before
matching each point in T2 with the point in T1 closest in time, as depicted in
Figure 2.
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T1

T2
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Figure 1: Matching each point in T1 with the point in T2 closest in time

T1

T2

time

Figure 2: Matching each point in T2 with the point in T1 closest in time

5.1 Finding Matching Points Between Trajectories
Matching each point in one trajectory with the point in the other closest in time
can be accomplished in linear time. To demonstrate this, we first prove that
given two trajectories T1 and T2, if the ith point in T1 matches the jth point in
T2, the index of the next point in T2, j′, that matches the (i+ 1)th point in T1

must satisfy j′ ≥ j.
Proof.
(1) If T2[j].t < T1[i].t, it must be the case that T2[j

′].t ≥ T2[j].t. Otherwise,
given T2[j

′].t < T2[j].t, it would be T2[j] instead of T2[j
′] that matches T1[i+1],

as T2[j] would be closer in time, as depicted in Figure 3.

T1
i i+1

T2
jj'

time

Figure 3: T2[j].t < T1[i].t, T2[j
′].t < T2[j].t is impossible

(2) If T1[i].t ≤ T2[j].t < T1[i + 1].t, it must be the case that T2[j
′].t ≥

T2[j].t. Otherwise, given T2[j
′].t < T2[j].t, it would be T2[j] instead of T2[j

′]
that matches T1[i+1], as T2[j] would be closer in time, as depicted in Figure 4.

(3) If T1[i + 1].t ≤ T2[j].t, it must be the case that T2[j
′].t ≥ T2[j].t. As

T2[j] matches T1[i], there is no other point in T2 whose timestamp t satisfies
2T1[i].t−T2[j].t < t < T2[j].t. Thus, given T2[j

′].t < T2[j].t, it must be the case
that T2[j

′].t ≤ 2T1[i].t−T2[j].t, such that it would be T2[j] instead of T2[j
′] that

matches T1[i+ 1], as T2[j] would be closer in time, as depicted in Figure 5.
According to (1)(2)(3), it is always the case that T2[j

′].t ≥ T2[j].t. Thus,
j′ ≥ j.

Furthermore, given a trajectory T , a beginning index b, an ending index
e, and a target time t, as T [i].t monotonically increases with the increase of
i ∈ {b, b + 1 . . . , e}, |T [i].t − t| either monotonically increases, monotonically
decreases, or monotonically decreases before monotonically increasing, depend-
ing on the value of t. As a result, we can find the index of the next point in
T2, j′, that matches the (i + 1)th point in T1 using Algorithm 1, which finds
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Figure 4: T1[i].t ≤ T2[j].t < T1[i+ 1].t, T2[j
′].t < T2[j].t is impossible

T1
i i+1

T2
jj'

time

Figure 5: T1[i+ 1].t ≤ T2[j].t, T2[j
′].t < T2[j].t is impossible

argmin
i
|T [i].t− t|, i ∈ {b, b+ 1, . . . , e}.

Algorithm 1: ArgminIndex
Input: trajectory T , beginning index b, ending index e, target time t
Output: argmin

i
|T [i].t− t|, i ∈ {b, b+ 1 . . . , e}

1 begin
2 i← b;
3 if i = e then
4 return i;
5 |∆t| ← |T [i].t− t|;
6 while true do
7 i′ ← i+ 1;
8 if i′ = e then
9 return i;

10 |∆t′| ← |T [i′].t− t|;
11 if |∆t′| > |∆t| then
12 return i;
13 I ← i′; |∆t| ← |∆t′|;

With this algorithm, given two trajectories T1 and T2, containing m and n
points respectively, we can match each point in T1 with the point in T2 closest
in time, as shown in Algorithm 2.

In Algorithm 2, the loop is iterated m times, once for each point in T1, while
all calls to ArgminIndex may result in T2 being fully traversed as well once the
loop finishes. Thus, the total time complexity of Algorithm 2 is O(m+ n).
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Algorithm 2: MatchingIndices
Input: trajectory T1 of length m, trajectory T2 of length n
Output: array J , containing the indices of points in T2 closest in time

to points in T1

1 begin
2 initialize J to an empty array of length m;
3 j ← 1;
4 for i ∈ {1, 2, . . . ,m} do
5 // Find the index of the point in T2 closest in time to T1[i]

j ← ArgminIndex(T2, j, n, T1[i].t);
6 J [i]← j;
7 return J ;

5.2 Similarity Between Two Matching Points
The similarity between two matching points can be described from spatial and
temporal aspects.

For the spatial aspect, we calculate the geographical distance d between the
two points and assume that spatial similarity decays exponentially over distance,
with a spatial time constant δ governing decay speed. Thus, if the geographical
distance between two points is d, we use e−

d
δ to represent their spatial similarity.

For the temporal aspect, we also assume that temporal similarity decays
exponentially over time, with a temporal time constant τ governing decay speed.
In other words, if there are two points with a time delta of ∆t, we use e

∆t
τ to

represent their temporal similarity.
To combine the space aspect and the time aspect, we can directly multiply

the spatial similarity and the temporal similarity together. This is based on
the natural assumption that with time fixed, the similarity between two points
decreases with distance and that with distance fixed, the similarity between two
points drops if they become further apart in time.

Formally, given the parameters δ, τ , and having calculated d, ∆t, the simi-
larity s between two check-ins is calculated as follows:

s = e−( d
δ+

∆t
τ ) (1)

5.3 Overall Similarity Between Two Trajectories
Having proposed a model for the similarity between two matching points, we
introduce a procedure to calculate the overall similarity between two trajecto-
ries.

Given two trajectories T1 and T2, matching each point in T1 with the point
in T2 closest in time and matching each point in T2 with the point in T1 closest
in time may result in different results, as depicted in Figures 1 and 2. Thus, we
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can calculate two one-way similarities, from T1 to T2 and from T2 to T1, and
average them to obtain the overall bidirectional similarity between T1 and T2.

The aforementioned one-way similarities can be implemented by first find-
ing the matching points before calculating the similarity of each two matching
points averaged over time, as described in Algorithm 3. Finally, we take the
minimum two one-way overall similarities in Algorithm 4 to calculate the overall
bidirectional similarity between T1 and T2.

Algorithm 3: OneWaySimilarity
Input: trajectory T1 of length m, trajectory T2 of length n, parameters

δ and τ
Output: the one-way similarity from T1 to T2

1 begin
2 TotalT ime← 0; TotalArea← 0;
3 J ←MatchingIndices(T1, T2);
4 t1 ← T1[1].t; s1 ← similarity(T1[1], T2[J [1]]);
5 for i ∈ {2, 3, . . . ,m− 1} do
6 t2 ← T1[i].t; s2 ← similarity(T1[i], T2[J [i]]);
7 add t2 − t1 to TotalT ime;
8 add 1

2 (s1 + s2)(t2 − t1) to TotalArea;
9 t1 ← t2; s1 ← s2;

10 return TotalArea
TotalT ime ;

Algorithm 4: OverallSimilarity
Input: source trajectory T1 of length m, target trajectory T2 of length

n, parameters δ and τ
Output: the overall similarity between T1 and T2

1 begin
2 s12 = OneWaySimilarity(T1, T2, δ, τ);
3 s21 = OneWaySimilarity(T2, T1, δ, τ);
4 return min{s12, s21};

6 Community Detection
With social network analysis addressing networks of rapidly-increasing size, it
is critical to identify community detection methods that are not only effective
but also efficient [19]. k-core decomposition, proposed by Seidman [52], presents
itself as a viable solution.

The k-core is a maximal subgraph in which each member is adjacent to at
least k other members as a cohesive community. It is a time-tested concept that
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been applied extensively to real-word graphs in areas as diverse as social net-
work analysis [33, 58], the study of Internet topology [2, 14], complex network
modeling [8, 29, 60], anomaly detection [54, 55], influential spreader identifica-
tion [13, 70, 47, 36, 38, 39, 55], graph similarity [46], large-scale network visual-
ization [6, 5, 2, 1, 4], graph embedding [51], keyword extraction [50, 57, 43], net-
works of protein interaction [3, 65, 41, 30, 22], and neuroscience [28, 59, 64, 32].
A comprehensive review of its applications can be found in [42].

Besides the fact that it provides an effective manner for finding hierarchical
structures of increasing cohesiveness with increasing k within a graph, core de-
composition also stands out from more complex and computationally intensive
algorithmic techniques with its linear, O(|V | + |E|) time complexity, accom-
plished using the bin sorting-based algorithm [7], which calculates the coreness
of each vertex. The coreness of a vertex v is the maximum value of k such that
v is contained in a k-core.

However, directly reducing community detection to finding the k-core within
a graph has its caveats, as rather than being sets of high cohesion, Seidman
characterizes k-cores as “seedbeds, within which cohesive subsets can precipitate
out.”[52] Furthermore, in our problem, we must consider trajectory similarity in
tandem with social cohesion. Thus, we adopt a community detection scheme of
selecting edges based on trajectory similarity before finding the k-core within
the selected edges to enforce social cohesiveness.

Specifically, each edge (u, v) is retained if T[u] ∈ NN(T[N(G, v)],T[v],m)
and T[v] ∈ NN(T[N(G, u)],T[u],m), otherwise, it is filtered out. Such a pro-
cess can be conducted on the entire graph using the beam search-based algo-
rithm in Algorithm 5.

In this algorithm, every vertex of the social network is visited in a beam
search manner and edges (u, v) for which one of T[u] ∈ NN(T[N(G, v)],T[v],m)
and T[v] ∈ NN(T[N(G, u)],T[u],m) is checked is stored in SinglyChecked.
At each vertex u (lines 10-32), we examine the m neighboring vertices with
trajectories most similar to T[u]. For each such vertex v (lines 16-31), T[v] ∈
NN(T[N(G, u)],T[u],m)} is verified. Thus, if T[u] ∈ NN(T[N(G, v)],T[v],m)
has been verified as well (implying (u, v) ∈ SinglyChecked, lines 17-19), the
edge (u, v) is moved into Selected (line 18). There are two cases if it still needs
to be verified (lines 20-30).

1. Whether or not T[u] ∈ NN(T[N(G, v)],T[v],m) is yet to be confirmed.
In this case, (u, v) is added to SinglyChecked. If v is in the same layer as
u, we will visit v later, and if it is not, we will add it to Next to schedule
it to be visited later.

2. T[u] ∈ NN(T[N(G, v)],T[v],m) has been confirmed to be false, implying
v /∈ Remaining ∧ (u, v) /∈ SinglyChecked. In this case, (u, v) is filtered
out, and nothing is done.

This algorithm requires calculating the trajectory similarities correspond-
ing to each edge within the social network, which incurs a time complexity of
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Algorithm 5: SelectEdges
Input: social network G(V,E), trajectory dataset T, δ, τ , m
Output: set of selected edges Selected

1 begin
2 initialize Selected and SinglyChecked to ∅;
3 initialize Similarities to an empty map;
4 Remaining ← V ;
5 while Remaining ̸= ∅ do
6 remove a vertex v from Remaining;
7 Current← {v};
8 while Current ̸= ∅ do
9 Next← ∅;

10 for u ∈ Current do
11 for v ∈ N(G, u) do
12 if (u, v) /∈ Similarities then
13 Similarities[(u, v)]←

OverallSimilarity(T[u],T[v], δ, τ);

14 for v ∈ {v|T[v] ∈ NN(T[N(G, u)],T[u],m)} do
15 if (u, v) ∈ SinglyChecked then
16 move (u, v) from SinglyChecked to Selected;
17 else
18 if v ∈ Current then
19 insert (u, v) to SinglyChecked;
20 else
21 if v ∈ Remaining then
22 insert (u, v) to SinglyChecked;
23 insert v to Next;

24 Remaining ← Remaining − Current;
25 Current← Next;

26 return Selected;

12



O(L|E|), with L being the average trajectory length. Each vertex of the so-
cial network is visited in a beam search manner, requiring O(|V | + |E|) time,
and for each vertex u, {v|T[v] ∈ NN(T[N(G, u)],T[u],m)} is calculated, which
has an O(deg(u) logm) cost. As

∑
u∈V deg(u) logm = 2|E| logm, the total

time complexity of Algorithm 5 is O(L|E|) + O(|V | + |E|) + O(2|E| logm) =
O(|V |+ (L+ 2 logm)|E|).

Finally, the entire community detection procedure is encapsulated in Algo-
rithm 6. The time complexity is also O(|V |+ (L+ 2 logm)|E|).

Algorithm 6: CommunityDetection
Input: social network G(V,E), trajectory dataset T, δ, τ , m, k
Output: the community, G′(V ′, E′)

1 begin
2 E′ ← SelectEdges(G,T, δ, τ,m);
3 replace edge set of G, E, with E′;
4 Corenesses← CalculateCorenesses(G);
5 calculate the subgraph of G, G′(V ′, E′), such that

v ∈ V ′, Corenesses[v] > k;
6 return G′;

7 Experimental Study
7.1 Datasets
We conduct experiments on two public datasets.

Brightkite [18]. The Brightkite dataset including a friendship network
and check-in data was generated worldwide from April 2008 to October 2010.
We filter out those users with fewer than 10 check-in points and those check-in
points with fewer than 10 users. The filtered friendship network comprises 1,849
users and 13,065 friendships, while the filtered check-in data contains 257,179
check-ins, with an average of 76 check-ins per trajectory.

Gowalla [18]. The Gowalla dataset including a friendship network and
check-in data was generated worldwide from February 2009 to October 2010.
We filter out those users with fewer than 15 check-in points and those check-
in points with fewer than 10 users. The filtered friendship network comprises
18,737 users and 86,985 friendships, while the filtered check-in data contains
1,278,274 check-ins, with an average of 48 check-ins per trajectory.

7.2 Experimental Setup
In this paper, we have proposed a trajectory similarity algorithm and a com-
munity detection algorithm. They are implemented in C++ while the data
analysis is conducted in Python. The experiments were conducted on an 8-core,
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64-bit Linux server with 32 GB of RAM. In all experiments, we use the spatial
time constant δ = 1000m and the temporal time constant τ = 3600s in our
trajectory similarity algorithm. All source code, including our algorithms and
our data analysis code, is available on GitHub1.

7.3 Case Study
We conducted a case study on discovering communities where social cohesiveness
and mutual trajectory similarity are both enforced. We performed community
detection on the Brightkite dataset with k = 3 and m = 5. Figure 6 presents the
detected communities, a subgraph of the 3-core of the Brightkite social network,
while Figures 7 and 8 present the locations and times of the check-ins within
each user’s trajectory for each connected component.
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Figure 6: The Detected Communities
1https://github.com/abbaswu/community-detection-using-social-relations-and-

trajectories
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Figure 7: Check-in Locations

15
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Figure 8: Check-in Times

Figure 6 shows that our community detection algorithm detects commu-
nities with socially cohesive connected components. Furthermore, Figures 7
and 8 present the spatiotemporal cohesiveness of the trajectories of the con-
nected component’s users, such as checking in at similar locations (Figure 7)
and at similar times (Figure 8). Furthermore, though all users are in the 3-core
of the Brightkite social network, we can observe that users in different con-
nected components exhibit markedly different mobility patterns, as suggested
by the geographically distinct check-in locations and separated check-in times.
This showcases our community detection algorithm’s ability to detect communi-
ties with both cohesiveness and trajectory similarity, which is useful in scenarios
that require filtering intimate relationships who do frequently hang out together
offline from a large social network, such as grouping recommendations for travel
based on both social acquaintances and similar moving patterns, detecting prob-
able cluster cases in epidemics, and tracking down clandestine criminal gangs.
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7.3.1 Evaluation of Our Trajectory Similarity Algorithm

We have proposed an algorithm that can calculate the spatiotemporal similarity
between two discrete trajectories in linear time. Thus, we shall evaluate our
trajectory similarity algorithm from the following two aspects:

1. Speed. We compare the running time of our algorithm with those of other
spatiotemporal discrete trajectory similarity algorithms.

2. Correlation between matching point spatiotemporal distance and trajec-
tory similarity. For each pair of trajectories involved in trajectory simi-
larity calculation, we calculate the average spatial and temporal distance
between matching points detected by our algorithm or other spatiotempo-
ral discrete trajectory similarity algorithms. We then compute the Spear-
man’s rank correlation coefficient [25] between matching point spatiotem-
poral distance and trajectory similarity for all pairs of trajectories under
different trajectory similarity algorithms. The closer to -1 the correla-
tions are, the better the trajectory similarity algorithm encapsulates both
spatial and temporal similarity within trajectory similarity.

We perform calculations on our datasets using our algorithm and two other
discrete spatiotemporal trajectory similarity algorithms presented in [56], namely
Spatiotemporal Longest Common Subsequence (STLCSS) [61], and Spatiotem-
poral Linear Combine (STLC) [53].

• For STLCSS, we set its parameters, ε and ∆, which control how far in
space and time two trajectories can go in order to match a given point
from one trajectory to a point in another trajectory, to be multiples of our
spatial and temporal time constant (e.g. ε = kδ,∆ = kτ, k ∈ {1, 2, . . . }).

• For STLC, we set its parameter, λ ∈ [0, 1], which controls the rela-
tive importance of the spatial and temporal similarities, to the values
{0.2, 0.4, 0.6, 0.8}.

7.3.2 Evaluation of Our Community Detection Algorithm

Compared to traditional community detection algorithms that only consider
known social relations between users, our community detection algorithm uti-
lizes both social relations and trajectories extracted from user check-ins. Con-
sidering that our goal is to discover communities where social cohesiveness and
mutual trajectory similarity are both enforced out of casual acquaintances and
zombie friends who are not actually close with one another in the real world,
we evaluate our community detection algorithm from the following aspects.

1. Size of the detected communities. We measure the number of users in the
detected communities under different values of k and m.

2. Social cohesiveness of the detected communities. We measure the dis-
tances between two users within each connected component of the detected
communities under different values of k and m.
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3. Spatial cohesiveness of the detected communities. We measure the simi-
larities between two users’ trajectories within each connected component
of the detected communities under different values of k and m.

4. The runtimes of our community detection algorithm under different values
of k and m.

7.4 Experimental Results
7.4.1 Evaluation of Our Trajectory Similarity Algorithm

Speed The average time required to calculate the similarity between a pair of
trajectories using our trajectory similarity algorithm, OverallSimilarity, as well
as STLCSS and STLC, on the Brightkite and Gowalla datasets, are presented
in Table 2.

Besides being able to calculate the similarity between a pair of trajectories
much faster than STLCSS and especially STLC, our algorithm, being a linear-
time algorithm, also outperforms STLCSS and STLC by virtue of scaling well
with increased trajectory length, as evidenced by the change in average tra-
jectory similarity calculation time from the Gowalla dataset to the Brightkite
dataset.

Table 2: Average Trajectory Similarity Calculation Time (us)

Algorithm Brightkite, mean length 76 Gowalla, mean length 48

OverallSimilarity 30.79 17.14
STLCSS 109.78 36.52
STLC 6,331.37 1,968.69

Correlation between matching point spatiotemporal distance and tra-
jectory similarity The Spearman’s rank correlation coefficients between match-
ing point spatiotemporal distance and trajectory similarity under our trajectory
similarity algorithm, OverallSimilarity, as well as STLCSS and STLC, on the
Brightkite and Gowalla datastes, are presented in Tables 3.

Compared with STLCSS and STLC, our trajectory similarity algorithm,
OverallSimilarity, consistently achieves correlation coefficients between match-
ing point spatiotemporal distance and trajectory similarity closer to -1. As a
result, our trajectory similarity algorithm better encapsulates both spatial and
temporal similarity within trajectory similarity.

7.4.2 Evaluation of Our Community Detection Algorithm

Size of the Detected Communities The number of users in the detected
communities under different values of k and m is depicted in Figure 9.
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Table 3: Correlations between Spatial and Temporal Distance of Matching
Points and Trajectory Similarity

Algorithm Brightkite Gowalla

OverallSimilarity -0.1986, -0.3871 -0.5112, -0.4084
STLCSS, k=1 0.1959, -0.1066 -0.1350, -0.1559
STLCSS, k=2 0.1550, -0.0926 -0.2162, -0.1112
STLCSS, k=3 0.0861, -0.0975 -0.1991, -0.0775
STLCSS, k=4 0.0550, -0.0927 -0.1800, -0.0632
STLCSS, k=5 0.0360, -0.0862 -0.1584, -0.0566
STLC, λ = 0.1 -0.0527, -0.1680 -0.4789, -0.1198
STLC, λ = 0.2 -0.0525, -0.1678 -0.4792, -0.1193
STLC, λ = 0.3 -0.0524, -0.1677 -0.4793, -0.1191
STLC, λ = 0.4 -0.0524, -0.1676 -0.4793, -0.1190
STLC, λ = 0.5 -0.0523, -0.1676 -0.4793, -0.1189
STLC, λ = 0.6 -0.0523, -0.1676 -0.4794, -0.1188
STLC, λ = 0.7 -0.0523, -0.1676 -0.4794, -0.1188
STLC, λ = 0.8 -0.0523, -0.1676 -0.4794, -0.1188
STLC, λ = 0.9 -0.0523, -0.1676 -0.4794, -0.1187
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Figure 9: The Number of Users in the Detected Communities

Under all values of k, our detected community only includes a fraction of the
users when compared with the k-core. Thus, compared with k-core “seedbeds”,
our community detection algorithm can effectively find small subsets of users
through the lens of trajectory similarity.
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In our community detection algorithm, the set of edges selected for coreness
calculation depends on the value of m, with more edges in the edge set with a
larger value of m. Thus, given a value of k, the size of the detected community
increases with m. Furthermore, given a value of m, the size of the community
shrinks with an increasing value of k as a higher coreness requirement filters
more users from the selected edge set.

Social Cohesiveness of the Detected Communities The distances be-
tween two users within each connected component of the detected communities
under different values of k and m are depicted in Figure 10.

Given a value of k, there is a general trend for social cohesiveness measured
by the median distance between two users within each connected component of
the detected communities to first decrease (indicated by an increasing median
distance) when m < 3k, before slowly reincreasing after m ≥ 3k. This is because
the vast majority of users in the social network have relatively few connections,
while a few users have a huge number of connections. Increasing the value of m,
more and more edges that function to tie the former into the selected edge set
are retained, and as a result, they are more likely to be in the k-core of the edge
set, which enlarges the community detected and causes the median distance to
increase. However, when m becomes sufficiently large, many peripheral users
have already been secured into the edge set, and the increase in m mainly leads
to tighter interconnections within the edge set. As a result, the enlargement of
the k-core slows, while the k-core becomes dense, leading to reducing median
distances.

In addition, given a value of m, with the increase of k, not only does the
detected community become smaller with fewer users within the selected edge set
satisfying the coreness requirement, but the users that do satisfy the coreness
requirement are also more closely knit. These two factors lead to a reduced
median distance, which signifies an increased social cohesiveness.
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Figure 10: The Distances Between Two Users Within Each Connected Compo-
nent of the Detected Communities Under Different Values of k and m

Spatial Cohesiveness of the Detected Communities The similarities
between two users’ trajectories within each connected component of the detected
communities under different values of k and m are depicted in Figure 11.
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Figure 11: The Similarities Between Two Users’ Trajectories Within Each Con-
nected Component of the Detected Communities Under Different Values of k
and m

Given a value of k, we can observe that the median similarities between two
users’ trajectories increases to a maxima around m = 1.75k, before decreasing
to insignificant around m = 3k.

Given a value of k, under low values of m (m < 1.75k), only edges corre-
sponding to high localized trajectory similarity are retained in the selected edge
set. Although the resulting edge set is large, containing almost all users in the
social network, it is sparse, with only a few densely connected regions resulting
from a high mutual degree of trajectory similarity, as depicted on the left in
Figure 12. However, not all users within these regions make it to the detected
community, as some users may not satisfy coreness requirements. When the
value of m is slightly raised, more users from the aforementioned dense regions
would appear in the detected community owning to newly added edges in the
edge set. Although these edges correspond to slightly lower trajectory similar-
ity values, the high degree of interconnectivity within a connected component
(which results from it coming from a densely connected region in the selected
edge set) still guarantees spatial cohesiveness among its users, as depicted in
the middle in Figure 13. Furthermore, the increase in the size and number of
such connected components would mean that there would be more pairwise tra-
jectory similarities taken into consideration. Such an increase would allow the
median pairwise trajectory similarity to increase.
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However, when the value of m is further raised (m > 1.75k), edges newly
added to the edge set would not only enlarge and enhance original dense regions
but also bridge them, resulting in larger connected components that are not
cohesive in terms of trajectory similarity, as depicted on the right in Figure
13. At this point, the abundance of trajectory pairs with low similarity would
quickly drag down the median pairwise trajectory similarity, resulting in what
we see in Figure 11.

(a) m = 4 (b) m = 8

Figure 12: Filtered Edge Sets of the Brightkite Dataset

(a) m = 4 (b) m = 6 (c) m = 8

Figure 13: Communities Detected from the Brightkite Dataset, k = 3

Runtimes of Our Community Detection Algorithm The runtimes of our
community detection algorithm under different values of k and m are plotted in
Figure 14.
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Figure 14: Runtimes (in seconds) of Our Community Detection Algorithm

The effects of k and m are limited on the runtimes of our community de-
tection algorithm. This is consistent with our analyzed time complexity of
O(|V | + (L + 2 logm)|E|), where k is not a factor and the logarithm of m is
usually negligible when compared with |V |, |E|, and L.

Furthermore, the Brightkite dataset boasts |V1| = 1849, |E1| = 13065, L1 =
76, while the Gowalla dataset boasts |V2| = 18737, |E2| = 86985, L2 = 48.
|V1|+L1|E1|
|V2|+L2|E2| is close to the ratio of the median community detection time on
the Brightkite and Gowalla datasets, 0.42

1.75 , which verifies our analyzed time
complexity.

Being linear in terms of each of |V |, |E|, and L, the time complexity of our
community detection algorithm, O(|V |+(L+2 logm)|E|), allows our algorithm
to scale efficiently to large graphs and long trajectories.

Summary From the aforementioned experiment results, we can summarize
the following rules of thumb for using our community detection algorithm: given
a value of k, we can detect small, close-knit communities with both social cohe-
siveness and mutual trajectory similarity when m < 3k, with the median sim-
ilarities between two users’ trajectories peaking at around m = 1.75k. Larger
values of m increase the community size but reduce social cohesiveness and
trajectory similarity.

8 Conclusions
In this paper, we propose a community detection algorithm utilizing social rela-
tions and trajectories consisting of user check-in points to discover communities
within social networks with both social cohesiveness and mutual trajectory sim-
ilarity. To efficiently accomplish this goal, we propose an algorithm that can
calculate the spatiotemporal similarity between two discrete trajectories in lin-
ear time and an efficient community detection algorithm that selects an edge
set based on trajectory similarity before running k-core detection. Evaluat-
ing our trajectory similarity algorithm and community detection algorithm on
two real-world datasets, we conclude that our trajectory similarity algorithm is
both efficient and effective when compared with other discrete spatiotemporal
trajectory similarity algorithms, and we uncover how and why each parameter
affects the results of community detection. In the future, we plan to further
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improve the efficiency of our community detection algorithm, as well as study
the problem of community search utilizing social relations and trajectories.
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